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Overview

Description 

On July 11, 2023, Unit 42 cloud researchers discovered a new peer-to-peer (P2P) worm we call

P2PInfect. Written in Rust, a highly scalable and cloud-friendly programming language, this

worm is capable of cross-platform infections and targets Redis, a popular open-source

database application that is heavily used within cloud environments. Redis instances can be

run on both Linux and Windows operating systems. Unit 42 researchers have identified over

307,000 unique Redis systems communicating publicly over the last two weeks, of which 934

may be vulnerable to this P2P worm variant. While not all of the 307,000 Redis instances will be

vulnerable, the worm will still target these systems and attempt the compromise. 

Confidence 

This value represents the confidence in the correctness of the data contained within this report. 

15 / 100 
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Malware

Name

P2PInfect 
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Attack-Pattern

Name

T1605 

ID

T1605 

Name

Data Obfuscation 

ID

T1001 

Description

Adversaries may obfuscate command and control traffic to make it more difficult to detect.

Command and control (C2) communications are hidden (but not necessarily encrypted) in

an attempt to make the content more difficult to discover or decipher and to make the

communication less conspicuous and hide commands from being seen. This encompasses

many methods, such as adding junk data to protocol traffic, using steganography, or

impersonating legitimate protocols. 

Name

Scheduled Task/Job 
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ID

T1053 

Description

Adversaries may abuse task scheduling functionality to facilitate initial or recurring

execution of malicious code. Utilities exist within all major operating systems to schedule

programs or scripts to be executed at a specified date and time. A task can also be

scheduled on a remote system, provided the proper authentication is met (ex: RPC and file

and printer sharing in Windows environments). Scheduling a task on a remote system

typically may require being a member of an admin or otherwise privileged group on the

remote system.(Citation: TechNet Task Scheduler Security) Adversaries may use task

scheduling to execute programs at system startup or on a scheduled basis for persistence.

These mechanisms can also be abused to run a process under the context of a specified

account (such as one with elevated permissions/privileges). Similar to [System Binary

Proxy Execution](https://attack.mitre.org/techniques/T1218), adversaries have also abused

task scheduling to potentially mask one-time execution under a trusted system process.

(Citation: ProofPoint Serpent) 

Name

Remote System Discovery 

ID

T1018 

Description

Adversaries may attempt to get a listing of other systems by IP address, hostname, or

other logical identifier on a network that may be used for Lateral Movement from the

current system. Functionality could exist within remote access tools to enable this, but

utilities available on the operating system could also be used such as [Ping](https://

attack.mitre.org/software/S0097) or `net view` using [Net](https://attack.mitre.org/

software/S0039). Adversaries may also analyze data from local host files (ex: `C:

\Windows\System32\Drivers\etc\hosts` or `/etc/hosts`) or other passive means (such as

local [Arp](https://attack.mitre.org/software/S0099) cache entries) in order to discover the

presence of remote systems in an environment. Adversaries may also target discovery of
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network infrastructure as well as leverage [Network Device CLI](https://attack.mitre.org/

techniques/T1059/008) commands on network devices to gather detailed information

about systems within a network (e.g. `show cdp neighbors`, `show arp`).(Citation: US-CERT-

TA18-106A)(Citation: CISA AR21-126A FIVEHANDS May 2021) 

Name

Data from Local System 

ID

T1005 

Description

Adversaries may search local system sources, such as file systems and configuration files

or local databases, to find files of interest and sensitive data prior to Exfiltration.

Adversaries may do this using a [Command and Scripting Interpreter](https://

attack.mitre.org/techniques/T1059), such as [cmd](https://attack.mitre.org/software/

S0106) as well as a [Network Device CLI](https://attack.mitre.org/techniques/T1059/008),

which have functionality to interact with the file system to gather information.(Citation:

show_run_config_cmd_cisco) Adversaries may also use [Automated Collection](https://

attack.mitre.org/techniques/T1119) on the local system. 

Name

Exploit Public-Facing Application 

ID

T1190 

Description

Adversaries may attempt to exploit a weakness in an Internet-facing host or system to

initially access a network. The weakness in the system can be a software bug, a temporary

glitch, or a misconfiguration. Exploited applications are often websites/web servers, but

can also include databases (like SQL), standard services (like SMB or SSH), network device
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administration and management protocols (like SNMP and Smart Install), and any other

system with Internet accessible open sockets.(Citation: NVD CVE-2016-6662)(Citation: CIS

Multiple SMB Vulnerabilities)(Citation: US-CERT TA18-106A Network Infrastructure Devices

2018)(Citation: Cisco Blog Legacy Device Attacks)(Citation: NVD CVE-2014-7169) Depending

on the flaw being exploited this may also involve [Exploitation for Defense Evasion]

(https://attack.mitre.org/techniques/T1211). If an application is hosted on cloud-based

infrastructure and/or is containerized, then exploiting it may lead to compromise of the

underlying instance or container. This can allow an adversary a path to access the cloud or

container APIs, exploit container host access via [Escape to Host](https://attack.mitre.org/

techniques/T1611), or take advantage of weak identity and access management policies.

Adversaries may also exploit edge network infrastructure and related appliances,

specifically targeting devices that do not support robust host-based defenses.(Citation:

Mandiant Fortinet Zero Day)(Citation: Wired Russia Cyberwar) For websites and databases,

the OWASP top 10 and CWE top 25 highlight the most common web-based vulnerabilities.

(Citation: OWASP Top 10)(Citation: CWE top 25) 
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External References

• https://otx.alienvault.com/pulse/64b8f23d88b9105c4641d097

• https://unit42.paloaltonetworks.com/peer-to-peer-worm-p2pinfect/
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